


























































Space Shuttle Program Assessment - Appendices NASA Ames Research Center
Final  Moffett Field, California

February 23, 2007 Page & Turnbull, Inc.
 A-6

Excerpts from NASA Ames Research Center, Ames Research Facilities Handbook (1982)



























Space Shuttle Program Assessment - Appendices NASA Ames Research Center
Final  Moffett Field, California

February 23, 2007 Page & Turnbull, Inc.
 A-7

Supplemental Information on Selected Properties: 36% Scale Model of  the Space Shuttle 
Orbiter; N-229; N-240/N-240A; and N-258



 
Evaluation of Historic Resources Associated with the Space 

Shuttle Program at Ames Research Center 
 
 
 
 
 
 

Supplemental Information on Selected Properties: 
 

36% Scale Model of the Space Shuttle Orbiter 
N-229 

N-240/N-240A 
N-258 

 
 
 
 
 
 

Prepared By: 
 

Dr. Ann Clarke 
Roger Ashbaugh 

 
 
 

Draft:  13 February 2007 



  Supplemental Information * 2 

36% Scale Model of the Space Shuttle Orbiter 
 

Normally, in aeronautical R&D, wind tunnel tests using models would be 
followed by development of the vehicle and extensive flight tests prior to certification. 
Because the Space Shuttle Orbiter is a large, very sophisticated and very expensive 
glider, engineers could not use conventional flight testing.  Further, high speed computers 
such as those at N-258, were not available at the time to simulate flight testing.   

Because of these limitations, the Shuttle Program undertook an extensive wind 
tunnel test program using scale models.  The purpose of the wind tunnel test program 
using scale models was to provide confidence in the aerodynamic predictions within 
specified tolerances and insure the Orbiter would have acceptable flight characteristics.  
The Shuttle Program constructed at Ames a set of models at different scales. To most 
closely approximate the Orbiter and minimize unknowns from scale effects, the set 
included the largest scale model that could be tested in the largest wind tunnel available.  
The largest scale model produced at Ames, the 36%, weighed 24 tons, spanned 44 feet in 
length, and cost $1 million in 1975.  Using the 36% scale model in the 40- by 80-ft Wind 
Tunnel at Ames at conditions most closely simulating flight Reynold’s number, engineers 
collected 250 hours of test data during a seven-day-per-week, two-shift-per-day period.  
The wind tunnel test data allowed the Shuttle Program to proceed and conduct a total of 
30 minutes of flight testing in which the Shuttle Enterprise was released from an L1011 
at 37,000 feet and observed during descent and landing.  Without the scale model testing, 
the flight testing necessary for certifying the Orbiter for human flight could not have 
occurred.    

Development of the Orbiter’s Thermal Protection System (TPS) required a major 
effort, according to Milton A. Silveira, deputy manager of the orbiter project office at 
NASA’s Johnson Space Center. The 36% scale model was essential to testing the 
Shuttle’s TPS. Unlike the Apollo Program, the Shuttle Program required that the TPS 
withstand multiple launch and re-entry operations. The Apollo Program had used an 
ablative and smooth surfaced TPS.  The Shuttle Program had developed a new TPS using 
tiles made of a brittle material and set such that the grooves left between them would 
minimize flexure and thereby avoid undue stress.  The tiles and their placement created a 
rough surface on the Orbiter.1  However, the aerodynamic effects of this rough surface 
were unknown. Extensive flight testing was not feasible and high speed computers such 
as the those now located at the N-258 were not available.   

To test the Orbiter’s TPS, engineers covered the 36% model with tiles of plastic 
foam, cut to scale and interspersed with grooves of proper depth and width.  One of the 
major arguments for using the 36% scale model was that at smaller scales, precise 
simulation of the new TPS became much more difficult.2 After the wind tunnel testing, 
the Shuttle Program initiated a flight test program using a full-scale Orbiter, the 
Enterprise, now on display in a hangar at the Udvar-Hazy Center of the Smithsonian 
National Air and Space Museum.  The flight test program for the Orbiter was unique to 
flight testing at the time because less than 30 minutes of flight test time, considered an 
extremely short amount, was conducted.  This short amount of flight test time was made 
possible through extensive wind tunnel testing of the 36% model which provided reliable 
data predicting flight characteristics that closely matched performance data. 
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NASA produced five technical reports on the Orbiter model tests: 
Aerothermodynamic data base; Data File Contents Report (NASA-CR-171807); Results 
of tests using a 0.36-scale model (76-0) of the Space Shuttle vehicle orbiter in the 
NASA/Ames Research Center 40 by 80-foot subsonic wind tunnel (0A100). Volume 
1(NASA-CR-167364 ) and Volume 2 (NASA-CR-167365); Results of tests using a 0.36-
scale model (76-0) of the Space Shuttle orbiter vehicle 101 in the NAS/Ames Research 
Center’s 40x80-foot subsonic wind tunnel (0A174), Volume 1 (NASA-CR-167340, and 
Volume 2 (NASA-CR-167341).  The AIAA published a paper “The Space Shuttle 
Orbiter approach and landing tests- A correlation of flight and predicted performance 
data.” (AIAA Paper 78-793). 

Later, the Orbiter 36% model was placed on a truck bed and toured the U.S.  
NASA shipped it to the Paris Air Show and then delivered it to Marshall Space Flight 
Center. Eventually, NASA returned the 36% model to Ames where it was refurbished 
and placed on a display stand outside of the 40- by 80-ft Wind Tunnel.3  The model was 
located next to a new outdoor amphitheater near the Ames Visitor’s Center in the shadow 
of the still active 40- by 80-ft Wind Tunnel and was used to inform visitors and students 
about the Shuttle Program and the role of the testing program at Ames.   The educational 
facility has since been relocated and the future of the 36% model is uncertain.4 

 

 
Resources:  
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1 Richard G. O’Lone, Aviation Week and Space Technology, “Tunnel Tests Yield New Orbiter Data”, June 
30, 1975, page 43,44.  
2 Ibid. 
3 Donald James, Project Manager for Installation of the Model, Ames 
4 Keith Venter, Historic Preservation Officer, Ames 
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N-229 
 
 The Experimental Fluid Dynamics Facility N-229 features the 3.5-Foot Wind 
Tunnel comprised of a pebble-bed heater, control room, nozzles, wind tunnel test section, 
and diffuser and was used for high temperature testing of the STS and Orbiter using 1.5% 
scale models in speed ranges up to Mach 10.  The tunnel was capable of running 
continuous tests of from 3 minutes to 10 minutes. The tests primarily examined STS at 
high speed in angle of attack for initial entry, and interaction during ascents with and 
without solid rocket boosters and the external tank.  Test results were captured in both 
digital data form and shadowgraphs using cameras. Currently, all parts of the equipment 
comprising the 3.5-Foot Wind Tunnel remain in the N-229 facility with some in a 
dismantled state, with the exception of the data control and systems control equipment 
which have been removed.  There have been no alterations to the exterior of the N-229 
building in the period of time since the 3.5-Foot Wind Tunnel was last operated for the 
Shuttle Program. If the tunnel parts were reassembled, the property could be reactivated 
and could therefore be reconsidered for nomination.  
 
Interviewees:  
Scott Edelman, Deputy Chief, Thermophysics Facilities Branch, Ames 
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N-240/N-240A 
 

For purposes of the discussion of the role of N-240 and N-240A, the Orbiter as a 
component of the space transportation system can be likened to a commercial truck.  The 
Orbiter as truck provided a reusable platform for payloads, much as a glazier’s truck or 
plumber’s truck provides racks for sheets of glass or tools.  However, unlike a glazier’s 
truck or plumber’s truck on Earth, the interface between the payload systems and the 
Orbiter systems had to be exact to avoid contamination of the Orbiter environment for the 
astronauts while allowing the astronauts to conduct the R&D on intricate instruments 
under controlled conditions.   

Three NASA Centers engineered the design, fabrication, integration, testing, and 
verification of payloads for the Orbiter prior to shipment to KSC.  Each Center also 
provided for the initial 2 - 3 years of training on interfacing with the payloads associated 
with a specific mission.  Ames was responsible for all animals, cells, tissues, and plants 
payloads, MSFC for materials research payloads, and JSC for human-centered research 
payloads.   

Ames designed, fabricated, integrated, and tested research payloads flown on at 
least 56 Shuttle missions from 1984 to 2006  and half the payloads for 6 major spacelabs 
with unequivocal success rate.  The Ames work was carried out primarily in N-240 and 
N-240A, utilizing satellite facilities such as the N-236 science building, the N-211 
fabrication shops and N-239A centrifuges.  N-240 was modified from its prior use as a 
Space Environment Research Facility to support verification of the payloads that were 
engineered, assembled, and integrated in N-240A which had been added to N-240 for this 
specific purpose.  At least 75 astronauts trained for 2 to 3 years each at Ames on how to 
work on the payloads in a weightless environment.  Training on the Vertical Motion 
Simulator also located at Ames would co-occur with the payload training.  

The design, fabrication, and testing of the small payloads was a collaborative 
effort among the scientists, the mission crew members, and the engineers who designed 
the payload modules.  Examples of engineering challenges addressed in the work carried 
out in N-240 and N-240A included re-design of the gloves in the glovebox to 
accommodate a variety of hand sizes while providing for dexterity sufficient to operate 
intricate instrumentation and live  organisms and maintain controlled conditions.  
Another example was to develop a solution for mechanical feeding of the animals 
without creating backflow of fecal material and waste food into the Orbiter.  A third 
example was to create and test state–of-the-art engineering systems to provide separation 
of the life support systems between the animal specimens and the crew members. On 
April 29, 1985, for the first time in U.S.  history, two Squirrel Monkeys and 24 albino 
rats were launched into space aboard NASA’s Spacelab Mission 3 in the Research 
Animal Holding Facility, designed by the Life Sciences Program at NASA Ames 
Research Center. The payloads were designed to the precise tolerances of the Shuttle to 
assure no cross contamination of the air shared by the astronaut crew under changing 
conditions of temperature and pressure. 

In addition, the animal-based experiments of the life sciences element of the 
Fundamental Biology Program at Ames, headquartered in N-240/N-240A and at one time 
part of the Space Shuttle Program, was to provide models of the human physiological 
system in space under conditions available or which could be controlled in the Shuttle 
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Transportation System. The activities at Ames in N-240 and N-240A, coupled with 
similar activities at JSC and MSFC, to assure precise engineering, training, and 
management of payloads for transport and implementation on the Orbiter platform 
uniquely contributed to extending the knowledge and understanding required for 
astronauts to effectively function as an essential element in the operation of the Space 
Shuttle Transportation System.  More than 400 scientific and engineering papers resulted 
from the work at Ames alone, improving understanding of the risks to human spaceflight 
that have and will continue to influence design and operation of the Orbiter and its 
successors.   Spinoffs include new knowledge in medicine and public health.  For 
example, bone loss is a major limitation not only to astronauts during extended 
spaceflight but also to people generally as they age.  

 
 

Interviewees: 
 
Bonnie Dalton, Deputy Director, Science Directorate, NASA Ames Research Center 
(responsible for construction and design input for labs and offices in 240A, which was 
finished in 1982.  Also served as Branch Chief for payload operations, which was 
responsible for integration, crew training, and mission ops and was Payload Manager for 
Ames element of SLS-1.  All payload managers were part of this branch). 
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N-258 
 
The N-258 facility was built to provide a highly secure platform to support and 

continuously upgrade NASA’s fastest and most powerful computer system.  Computer 
science experts located at the N-258 facility assist in developing  computer applications 
and facilitating their use of those applications by analysts networked nationwide into the 
N-258 computer.   

Following the Space Shuttle Columbia accident, the CAIB report identified “the 
need for the agency to manage risk using the most advanced and versatile techniques at 
our disposal” (CAIB, p. 207).  In response, the Space Shuttle Program evaluated a 
number of tools and selected two Ames developed tools for further development and 
application to the Shuttle: 1) Debris Transport Tool and 2) Damage Assessment Tool.  
The development and implementation of these tools significantly advanced the ability to 
predict aerodynamic loads for the Shuttle during ascent and provide enabling technology 
for accurately assessing  any debris released during ascent and the analysis of any 
damage to the Shuttle prior to reentering the Earth’s atmosphere.  These tools, developed 
specifically for Return to Flight (RTF), are integrated into the Space Shuttle Program’s 
standard operating procedures and have significantly advanced the field of computational 
fluid dynamics in aeronautics.  

N-258, shortly after the CAIB report was published, housed the SGI Altix-
Columbia Supercomputer, which has 20 superclusters (SGIRMk Altix 3700).  Typically 
five of these clusters are available for RTF analysis efforts.  During a Mission, five are 
reserved specifically for flight support with a second five clusters made available should 
a major problem arise.  The high speed capabilities of this unique facility are critical for 
the quick response needed for both the Debris Transport Analysis/Ascent Aerodynamic 
Model (DTA) and the thermal analysis Damage Assessment Tool (DAT).  The Debris 
Transport model has over 85 Million Grid Points in 569 Zones. Massive in its 
complexity, each analysis case requires between 2500 and 4000 CPU hours to reach a 
solution.  Millions of load cases simulating speeds from liftoff to Mach 3.5 are run in 
support of RTF.  Debris (foam, ice, grease, nuts, bolts, etc.) are modeled each with 
individual aerodynamic characteristics.  The program defines the cone of influence each 
piece of debris may travel, whether it impacts the Shuttle, and the estimated kinetic 
energy on impact. This tool estimates the maximum allowable mass and kinetic energy 
that may be released from the “Shuttle Stack” during ascent without causing critical 
damage to the Orbiter.      

During the first Return To Flight mission in 2006,  support for the Space Shuttle 
Discovery STS-121 included the combination of the “Columbia Supercomputer”, the 
experts in N-258, and the Ames engineering specialists linked to analysts in the Shuttle 
Program.  From the moment of launch to the clearance of the Shuttle for safe reentry, this 
unique tool provided information to predict the risk to Discovery and its crew. 
Specifically, the near real time calculations were used to reduce uncertainties in the 
engineering models, validate observed debris release and possible strikes on the Shuttle.  
Because the Debris Transport Tool is customized to the shape of the Shuttle Orbiter, it 
will be retired with the Orbiter.  However, current programs such as MSL and Orion 
request the use of these tools in the development and operational phases or their 
programs. 
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The Shuttle Program used the Damage Assessment Tool to evaluate debris 
damage to the Thermal Protection System (TPS) and predict pressure loadings and 
possible catastrophic reentry problems on an anomaly in the gap filler in the TPS, and 
develop mitigation. This analysis prompted Shuttle Program mission planners to develop 
an impromptu space walk to remove gap fillers and clear Discovery for reentry and 
landing.   

Debris impacts can lead to failure of the TPS resulting in failure of the Orbiter 
during reentry and landing.  Therefore, if analysts using the Debris Transport Tool at the 
supercomputer in N-258 determine a high probability that debris from the Orbiter will 
impact the Orbiter, they will use the Damage Assessment Tool to estimate critical reentry 
heating problems on any part of the Shuttle Orbiter and calculate potential damage across 
the full range of aerodynamic forces likely to be encountered.  Damage assessments give 
Shuttle Program managers critical near real time information about the safe reentry 
condition of the Shuttle Orbiter while in flight.  

Damage assessments were previously not available except after a mission.  
Today, in addition to providing in-flight assessments, the Shuttle Program uses the Debris 
Transport Tool and the Damage Assessment Tool at N-258 to set the parameters for 
further testing of selected Orbiter materials and optimizing test set conditions in the 9- By 
7-Foot Wind Tunnel, the 11-Foot Wind Tunnel, The Arc Jet Laboratory, and the 
Hypervelocity Free Flight Aerodynamic Facility at NASA Ames.  This capability saves 
critical resources by reducing the time and cost of wind tunnel and gun tests by 
narrowing the field of investigation to critical areas of interest.   The Damage Assessment 
Tool has direct applications to and is currently used by the MSL, Orion and other 
programs that are associated with entering planetary atmospheres.  

Further, in post-flight inspection of the Orbiter, the Shuttle Program can assess 
any surface anomaly using a post-flight inspection tool developed at Ames.  This tool 
employs sensors to develop a 3-d image of the damage for incorporation into follow-up 
analyses for thermal analysis using the DAT on the Columbia Supercomputer in N-258.  
The Mold Impression Laser Tool (MILT) has a broader application to a number of 
projects and is directly transferred to all projects requiring arc jet testing such as Orion, 
MSL, etc. 

The use by the Shuttle Program of both the Debris Assessment Tool and the 
Debris Transport Tool at the N-258 has reduced the time to do risk analysis on the Shuttle 
Orbiter from one week to eight hours, due largely to streamlined processes designed by 
the supercomputer experts and the speed of the unique Columbia Supercomputer in N-
258.  The Shuttle Program provided $18 million in initial funding for Return to Flight 
analysis at Ames in the N-258 and continues to fund work approximately $7 to $10 
million annually for Shuttle Program support. The Shuttle Program recognized the 
importance of using the Debris Transport Tool and Damage Assessment Tool and is 
training Boeing contractors to use these tools as standard operating procedures for the 
Shuttle Program.   

The combination of supercomputer experts and machines in N-258 with analysts 
networked in has created the fastest continuously operating supercomputer in the NASA 
system and facilitated expansion of the science of computational fluid dynamics in 
aeronautics.  Of the 100 research papers created NASA-wide for Return to Flight of the 
Space Shuttle, 20 were on the science of computational fluid dynamics centered in  
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N-258. 
 
Interviewees: 
John Allmen, Project Manager, Return to Flight, Ames 
 



N-258: NASA ADVANCED SUPERCOMPUTING FACILITY 
Location: 150 Allen Road, NASA Ames Research Center, Moffett Field, California 
 
Date of Construction: 1986 
 
Brief Description: N-258 is a two-story office and research building located at the corner 
of Allen Road and Parsons Avenue. The building is 87,340 square feet (8,114 square 
meters) in size. It features a concrete foundation, a concrete exterior with aluminum sash 
ribbon windows, and a flat roof. Its plan is configured into three square sections linked by 
a shared central connector. The building’s exterior features chamfered edges and scored 
concrete panels. This building houses large supercomputers used for solving complex 
computational aerospace simulation problems. 
 
Type/Function: Current use: NASA Advanced Supercomputing Facility (NAS); office 
and administrative facilities; research laboratories; computer and server facilities. 
 
Historic Context: N-258 was dedicated in March 1987. Originally known as the 
Numerical Aerodynamic Simulation Facility, the building’s name was changed to NASA 
Advanced Supercomputing Facility (NAS) in April 2001. NAS was established to act as a 
pathfinder in advanced, large-scale computing system capabilities through the use of the 
latest hardware and software technology and to house Ames' supercomputers. In 2004, 
the NAS Division co-developed, with industry partners SGI and Intel, what was initially 
the fastest supercomputer in the world. Named Columbia, the supercomputer is a 10,240-
processor SGI Altix supercluster. Columbia remains NASA's fastest supercomputer, and 
it is used by researchers at almost every NASA center. 
 
NAS researchers and computer scientists were early adopters of many technologies and 
methodologies that became standards of research worldwide. Through collaboration and 
pioneering work in networking, visualization, and modeling and simulation, N-258 staff 
accelerated advancements in these areas. Using high-end scientific and engineering 
workstations coupled with high-speed networking and high-end computing resources 
enabled NAS to firmly establish its leadership in computational fluid dynamics (CFD). 
The ability to simulate fluid flows using numeric solutions on a computer played a key 
role in improving and enhancing Shuttle performance, reliability, and safety for more 
than two decades.  
 
Since 1985, NASA researchers have been working to provide and improve a 
computational framework for design and analysis of the entire fuel supply system of a 
liquid rocket, including high-fidelity unsteady flow analysis. Success in this effort 
decreases design costs, improves performance and reliability, and provides aerospace 
vehicle developers with information such as transient flow phenomena at startup, impact 
of non-uniform flows, and impact on the structure. Beginning in 2002, the computational 
framework enabled by early expertise in CFD at N-258 was used to investigate the root 
cause of cracks in the Shuttle engine’s fuel-line. In 2004, following the Columbia Shuttle 
accident, NAS CFD researchers participated in a NASA Engineering and Safety Center-
sponsored independent technical assessment investigation of the Shuttle’s fuel-line 



cracks. These results were combined with other analyses and then presented to the Shuttle 
Program as part of the agency’s Return to Flight (RTF) efforts. Various computational 
models and visualizations have been developed at N-258, and time-accurate 
computations have been carried out using this framework to characterize various aspects 
of the flow field surrounding the flowliner in the Shuttle. 
  
N-258 capabilities and resources also facilitated a redesign of the Space Shuttle Main 
Engine (SSME). Designed in the 1970s, the SSME is still the most sophisticated reusable 
rocket engine in the world. Since its initial design, NASA has continued to increase 
reliability and safety of Shuttle flight through a series of enhancements, including major 
design changes to the hot gas manifold and turbopump. Two enlarged ducts replaced the 
original three-duct hot gas manifold in the powerhead, considered the backbone of the 
SSME. The new two-duct design, facilitated with the use of Cray XMP and Cray 1 
supercomputers housed at NAS, and CFD techniques developed by NAS researchers, 
enhanced overall engine performance and reliability. CFD analyses showed that the two-
duct design reduced pressure gradients within the system, and lowered temperatures in 
the engine during operation, which reduces stress on the turbopump and main injector. 
After undergoing extensive testing, the newly designed powerhead made its first flight on 
Discovery’s 20th mission (STS-70) in July 1995, and has been used in all subsequent 
Shuttle missions. 
 
OVERFLOW, a computational fluid dynamics program developed in the early 1990s by 
N-258 researchers, is used for solving complex flow problems such as designing launch 
and reentry vehicles and has been applied to a number of Space Shuttle Launch Vehicle 
and Space Shuttle Orbiter issues over the past two decades. This CFD application has led 
to a better overall understanding of the aerodynamic loads on the Space Shuttle, and has 
served as the primary tool for verifying wind tunnel derived aerodynamic loads during 
ascent including Orbiter wing, payload bay door, and vertical tail loads. 
 
Following the Shuttle flight STS-27R during which damage was incurred (launched and 
landed in December 1988); a precursor code to OVERFLOW was used to perform debris 
analysis. CFD results, which showed that only isolated potential debris sources existed on 
the vehicle, led to the determination that insulation and ice were the cause of the damage. 
This analysis has had a huge positive impact on the Space Shuttle Program, leading to 
increases in safety of flight by minimizing hazardous debris sources; reducing inspection 
time; minimizing damage on the next flight; and reducing changes to thermal protection 
system application procedures. 
 
Throughout the 1990s, OVERFLOW was used to support the Shuttle Aerodynamic Loads 
Verification Program through CFD analysis of the Shuttle Launch Vehicle ascent 
aerodynamic loads environment. OVERFLOW solutions were used in conjunction with 
the flight data system, and provided data in areas not covered by flight instruments, 
yielding a cost savings of approximately $10M. 
 
 
In response to the Columbia tragedy on February 1, 2003, the NAS Division employed 



state-of-the-art CFD codes to simulate steady and unsteady flow fields around Columbia 
during ascent. Simulation results prompted the use of a higher velocity and kinetic energy 
in foam impact testing done under the Columbia Accident Investigation Board, which 
showed massive damage to the Orbiter wing reinforced carbon-carbon panels and 
damaged T-seals due to foam impact. Simulations also provided insight into the 
mechanism of debris shedding from the bipod-ramp region. Each moving-body 
simulation required 1,000-5,000 processor hours running on a 1,024-processor SGI 
Origin supercomputer housed in N-258. Over a very short time period, more than 450 full 
simulations were run using about 600,000 processor hours. 
 
During the Discovery mission in the summer of 2005, NAS Division researchers were on 
stand-by to provide debris transport analysis support using debris-transport software, 
which had been significantly improved by the NAS researchers, and was running on the 
Columbia supercomputer in N-258. Several incidences throughout the mission required 
NAS resources, including evaluation of the potential threat of ice forming on one of the 
solid rocket boosters/external tank aft attach struts, analyses of ice/frost ramp foam debris 
that were shed 155 seconds into the mission, and analyses of a torn 20 x 3 inch panel of 
the Advanced Flexible Reusable Surface Insulation blanket located under the 
commander’s window on the Orbiter. Within hours, NAS researchers using N-258 
computing resources and the debris-transport software were able to run debris 
simulations and deliver analyses alleviating concerns. Additional wind tunnel testing at 
Ames was coupled with the debris analysis software results to further minimize concern 
regarding the torn panel on Discovery.   
 
Using N-258 resources has reduced the time to do risk analysis on the Shuttle from one 
week to eight hours, due largely to streamlined processes designed by NAS 
supercomputer experts and the Columbia supercomputer. The Shuttle Program 
recognized the importance of the capabilities provided by Ames and the NAS Facility 
and awarded $18 million in initial funding for RTF analysis. Continued Ames funding 
ranges from  $7 to $10 million annually for Shuttle Program support, with a significant 
portion supporting research conducted by NAS researchers, which is enabled by 
computing resources housed in N-258.  
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After the loss of the space shuttle Columbia and 
crew on Feb. 1, 2003, NASA engineers and  
scientists turned their grief into a determined 
resolve to prevent a repeat of the tragic accident 
and to return the shuttle to safe flight.

For the past three years, NASA has tapped the 
wealth of knowledge and expertise within the 
agency to ensure the space shuttle’s flight wor-
thiness, astronaut safety and develop plans for 
in-flight contingencies ranging from minor tile 
damage to a major structural breach. 

NASA Ames Research Center, located in California’s 
Silicon Valley, is playing a vital role in the in NASA’s 
space shuttle program. 

NASA Ames personnel and facilities are involved 
several key aspects of the program, from the 
analysis of new space shuttle system designs 
to development of in-flight analysis tools; from 
improvements in thermal protection durability and 
repair to the analysis of large data sets used in 

complex simulations by one of the world’s fastest 
supercomputer, the Columbia supercomputer. 

The NASA Ames space shuttle effort taps into 
the center’s critical core capabilities in computa-
tional fluid dynamics, information technology and 
thermal protection systems. These core capabili-

NASA Ames Contributions to Return to Flight 

ties meld the expertise acquired through decades 
of aerospace research and development with 
cutting-edge information technology and unique 
facilities. 

Computational fluid dynamic (CFD) models are 
helping NASA develop design modifications  
to space shuttle systems, characterize debris 
flow patterns and understanding the conditions 
the shuttle’s thermal protection system experi-
ences during re-entry. The CFD models are being 
created and validated using a refurbished three 
percent space shuttle model in the center’s 9-foot-
by-7-foot supersonic wind tunnel. The model  
was built during the development of the original 
space shuttle design in the 1980s. NASA Ames’ 
ballistic gun range, originally used in the past to 
develop Apollo capsule designs, was used to 
develop debris trajectory CFD models.  

In preparation for the STS-121 flight, NASA Ames 
tests determined the aerodynamic effects on 
key shuttle components with the removal of the 
liquid hydrogen and liquid oxygen Protuberance 

Plot of several trajectories depicting the path of debris shed from the 
External Tank generated by the Columbia.

Photo of the 3 percent wind-tunnel model of the Space Shuttle in the NASA 
Ames Unitary Wind Tunnel.
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NASA Ames Research Center 
Moffett Field, California, 94035

Air Load (PAL) ramps. The tests also increased 
NASA’s understanding of the forces exerted on the 
external tank foam including the unexpected areas 
of foam shedding on the STS-114 flight.

Using the center’s Columbia supercomputer, 
engineers and scientists are compiling and 
analyzing the tremendous amounts of data 
collected from tests at Ames and at other NASA 
centers. Using this capability, NASA simulated 
various pre-launch, ascent, on orbit and descent 
conditions. Columbia simulated the trajectory  
of the foam shed on the STS-114 flight, increas-
ing NASA’s understanding of the behavior of 
foam debris. The Columbia super computer has 
simulated 60 shuttle scenarios using more than 

Repair panel heated in the arc jet stream of the NASA Ames Interaction 
Heating Facility.

100,000 computational hours.  The speed of 
the computer continues to allow NASA to create 
and analyze simulations in a fraction of the time 
previously required. Other information technology 
expertise is helping NASA gather, organize and 
analyze information before, during and after space 
shuttle operations and monitor vehicle health. 

As a recognized leader in thermal protection 
systems, Ames continues to use its expertise  
to develop increasingly durable thermal protection 
systems (TPS) and on-orbit TPS repair systems. 
Concepts for fixing cracks or holes include plugs 
(cover plates), patches (pre-ceramic polymers 
impregnated cloth) and paste-like materials  
(pre-ceramic polymers) are being assessed for  
effectiveness in the NASA Ames arc jet facility  
at up to 3000 degrees Fahrenheit to simulate  
re-entry conditions. 

NASA Ames continues its integral role to provide 
on-going technical, scientific and engineering 
support for the space shuttle program. NASA 
Ames will continue to provide the critical data 
shuttle managers need during before, during 
and after a mission. NASA Ames personnel and 
facilities stand ready for the analysis of any in-flight 
situation and NASA’s mission to explore the moon, 
Mars and beyond.
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Background 

In 2003, the Columbia Accident Investigation 
Board determined that foam debris striking the 
wing leading-edge upon ascent was directly 
responsible for the loss of the Space Shuttle 
Columbia and its seven crew members on 
February 1, 2003. 

As part of its Return to Flight (RTF) efforts, NASA 
has developed a capability to image, analyze 
and repair (if necessary) damage to the Shuttle’s 
Thermal Protection System.  

The size and location of any damage to the 
Shuttle will be determined during day three of 
each mission when the orbiter does a Ren-
dezvous Pitch Maneuver in view of the Space 
Station. Photos taken by astronauts on the Space 
Station (showing the underside of the orbiter) 
will be beamed back to Mission Control where 
the Damage Assessment Team will analyze the 
damage. A second set of images will be captured 
on the fourth day of the mission (after docking 
with the space station), which contain three-di-
mensional maps of the damage sites. 

During the course of a Shuttle mission, the 
Damage Assessment Team, comprised of 
engineers from Boeing, NASA Johnson, Ames, 
and Langley will determine the heating and struc-
tural stresses on the orbiter at each damage site. 

Computational Fluid Dynamics (CFD) experts from 
NASA Ames and Langley will be on called upon 
to analyze the more critical damage sites, and 
provide a higher level of accuracy to augment 
the information derived from engineering heating 
estimates.

Any necessary CFD analyses will be performed in 
less than 24 hours (during the fourth day of the 
mission) using multiple dedicated nodes on the 
Columbia supercomputer, taking about 3,000 
processor-hours per damage site. The team will 
be on stand-by to analyze multiple damage sites 
during the course of this mission (the team was 

NASA Ames Entry Aero-heating CFD Analysis

able to analyze seven sites during the STS-114 
mission in July/August 2005). The site-specific 
re-entry heating environment will be fed into the 
Boeing Thermal Math Model and Finite Element 
analysis for determining the fitness of the tile(s) 
and the airframe for re-entry.  Based on their 
analyses, the team will make recommendations 
to the Space Shuttle Program chair regarding the 
damage sites to either leave them “as-is” or repair 
them before reentry.

Figure 1: Heating on an undamaged Shuttle during entry into Earth’s 
atmosphere.

Figure 2: Heating at a damage site as simulated by NASA computational 
fluid dynamics software on Columbia, the world’s fastest operational super-
computer.  The color represents heating rate on the surface of the vehicle. 
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Figure 3:  Damage site heating augmentation (relative to undamaged  
tile heating)

Figure 4: Heating augmentation due to the protruding blanket material near 
the cockpit window on STS-114.

Figure 5: Effects of turbulent heating on orbiter underside and wing leading 
edge, driving the decision to remove the gap filler on STS-114. 

Figure 6:  Cover plate (Plug) repair on wing leading edge damage.

Figure 7: Heating on lip of cover plate.
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Background

High-end computing and computational fluid 
dynamics (CFD) have played a key role in 
improving and enhancing Shuttle performance, 
reliability, and safety for more than two decades. 
The NASA Advanced Supercomputing (NAS) 
Division has been developing CFD-based high-
fidelity design and analysis tools, which are being 
employed to help analyze today’s problems, 
as well as guiding design decisions for future 
vehicles. The following captures some of the high-
level, Shuttle-related events supported by the NAS 
Division and its supercomputing resources.

Hot Gas Manifold Redesign

The Space Shuttle Main Engine (SSME), designed 
in the 1970s, is still the most sophisticated 
reusable rocket engine in the world today. Since 
its initial design, NASA has continued to increase 
reliability and safety of Shuttle flight through a 

The Impact of High-End Computing on the Space Shuttle Program

series of enhancements, including major design 
changes to the hot gas manifold and turbopump. 

The original three-duct hot gas manifold in the 
powerhead, considered the backbone of the 
SSME, was replaced by two enlarged ducts. The 
new two-duct design, facilitated with the use 
of Cray XMP and Cray 1 supercomputers, and 
CFD techniques developed by NAS researchers, 
enhanced overall engine performance and reli-
ability. CFD analyses showed that the two-duct 
design reduced pressure gradients within the 
system, and lowered temperatures in the engine 
during operation, which reduces stress on the 
turbopump and main injector.

After undergoing extensive testing, the newly 
designed powerhead made its first flight on 
Discovery’s 20th mission (STS-70) in July 1995, 
and has been used in all subsequent Shuttle 
missions.

Pictured here is the re-designed two-duct hot gas manifold hardware (new 
powerhead design), which is considered the backbone of the Shuttle engine, 
and consists of the main injector and two pre-burners, or small combustion 
chambers, in addition to various propellant and oxidizer pumps, ducts, and 
lines. (Photo courtesy of Rocketdyne)

Shown here is a side-by-side comparison of the CFD analyses of the 
two- and three-duct hot gas manifold designs. White/red represents high 
pressure, while the blue coloring represents lower pressures. This redesign 
was the first instance of CFD having an impact in the area of rocket 
propulsion, and because high-end computing and CFD were so new at the 
time, code development and analysis were being conducted simultaneously. 
(Image generated by NASA Ames and Rocketdyne engineers)
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Advanced Turbopumps and Flowliners

Since 1985, NASA researchers have been 
working to provide and enhance a computational 
framework for design and analysis of the entire 
fuel supply system of a liquid rocket engine 
(the Space Shuttle Main Engine’s liquid oxygen 
and liquid hydrogen turbopumps, for example), 
including high-fidelity unsteady flow analysis.

This effort decreases design costs, improves 
performance and reliability, and provides devel-
opers with information such as transient flow 
phenomena at startup, impact of non-uniform 
flows, and impact on the structure. Beginning in 
2002, the computational framework was used 
to investigate the root cause of cracks in the 
Shuttle engine’s fuel-line. In 2004, following the 
Columbia Shuttle accident, NASA CFD research-
ers participated in a NASA Engineering and Safety 
Center-sponsored independent technical assess-
ment investigation of the Shuttle’s fuel-line cracks. 
These results were combined with other analyses 

and then presented to the Shuttle Program as part 
of the agency’s Return to Flight efforts.

Various computational models have also been 
developed, and time-accurate computations 
carried out using this framework to characterize 
various aspects of the flow field surrounding the 
flowliner.

Shuttle Ascent Analysis

OVERFLOW, a CFD program developed in the 
early 1990s for solving complex flow problems 
such as designing launch and reentry vehicles, 
has been applied to a number of Space Shuttle 
Launch Vehicle and Space Shuttle Orbiter issues 
over the past two decades. This CFD application 
has led to an overall better understanding of the 
aerodynamic loads on the Space Shuttle, and 
has served as the primary tool for verifying wind 
tunnel-derived aerodynamic loads during ascent 
including Orbiter wing, payload bay door, and 
vertical tail loads. 

Following the Shuttle flight STS-27R during which 
damage was incurred (launched and landed 
in December 1988), OVERFLOW was used to 
perform debris analysis. CFD results, which 
showed that only isolated potential debris sources 
existed on the vehicle, led to the determination 
that insulation and ice were the cause of the 
damage. This analysis has had a huge positive 
impact on the Space Shuttle Program, leading 
to increases in safety of flight by minimizing 
hazardous debris sources; reducing inspection 
time; minimizing damage on the next flight; and 

A snapshot of particle traces and pressure contours resulting from the 
flow through the Space Shuttle Main Engine’s impeller and diffuser. (Image 
generated by Tim Sandstrom/David Ellsworth, NASA Ames Research Center)

Illustration of unsteady interaction between the backflow and the flow in the 
bellows cavity—considered one of the major contributors to high-frequency 
cyclic loading. (Image generated by Tim Sandstrom/David Ellsworth, NASA 
Ames Research Center)

This image illustrates the OVERFLOW solution of the Space Shuttle Launch 
Vehicle flowfield at a Mach number of 1.25. The vehicle surface is colored 
by the pressure coefficient, and the color contours in the flowfield and 
plumes represent the local Mach number. (Image generated by Reynaldo 
Gomez, NASA Johnson Space Center)
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reducing changes to thermal protection system 
application procedures.

Throughout the 1990s, OVERFLOW was used to 
support the Shuttle Aerodynamic Loads Verifica-
tion Program through CFD analysis of the Shuttle 
Launch Vehicle ascent aerodynamic loads environ-
ment. OVERFLOW solutions were used in con-
junction with the flight data system, and provided 
data in areas not covered by flight instruments, 
yielding a cost savings of approximately $10M.

Shuttle Reentry Analysis

In 1984, NASA Ames CFD researchers obtained 
the first ever Navier-Stokes solution on an entire 
reentry vehicle using a Cray XMP supercomputer. 
Numerical results for turbulent flow around the 
complete configuration of the Shuttle Orbiter 
(including canopy, wing, orbital maneuvering 
system pods, and vertical tail) at a low supersonic 

free-stream Mach number of 1.4 and a zero 
degree angle of attack was obtained by segment-
ing the flow field into four regions. Segmentation 
was advantageous in that it maximized the 
number of gridpoints, thus increasing resolution 
or detail of the numerical model. These numerical 
results, which showed good agreement with 
experimental data, paved the way for the more 
elaborate CFD analyses conducted following the 
Shuttle Challenger accident in January 1986.

Columbia (STS-107) Accident Investigation

In response to the Columbia tragedy of February 
1, 2003, the NAS Division employed state-of-the-
art CFD codes to simulate steady and unsteady 
flow fields around Columbia during ascent. 
Simulation results prompted the use of a higher 
velocity and kinetic energy in foam impact testing 
done under the Columbia Accident Investigation 
Board, which showed massive damage to the 
Orbiter wing reinforced carbon-carbon panels and 
damaged T-seals due to foam impact. Simulations 
also provided insight into the mechanism of debris 
shedding from the bipod-ramp region. Each 
moving-body simulation required 1,000-5,000 
processor hours running on a 1,024-processor 
SGI Origin supercomputer. Over a very short time 
period, more than 450 full simulations were run 
using about 600,000 processor hours.

Example of results obtained during analysis of debris trajectories done 
during flight STS-27R. Here, the flight conditions are at Mach 2.5 and 
three degrees angle of attack. (Image generated by Reynaldo Gomez, NASA 
Johnson Space Center)

First ever Navier-Stokes solution of the complete configuration of the Shuttle 
Orbiter. Calculated at Mach 1.4 and zero degrees angle of attack. (Image 
generated by G. Bancroft and F. Merritt, Applied Computational Fluids 
Branch, NASA Ames Research Center)

This image shows an unsteady Cart3D simulation used to predict the 
trajectory of a piece of tumbling foam debris released during ascent. The 
colors represent surface pressure. (Image generated by Scott Murman, 
NASA Ames Research Center)

Show here: foam shedding from the bipod ramp region and its path to 
impact reinforced carbon-carbon panels on the Orbiter wing. (Image 
generated by Michael Aftosmis, NASA Ames Research Center)
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Discovery (STS-114) Mission Support

During the Discovery mission (summer 2005), 
NAS Division researchers were on stand-by to 
provide  debris transport analysis support using 
the NASA Ames-developed debris-transport 
software running on the 10,240-processor SGI 
Altix supercomputer, Columbia. Several incidences 
throughout the mission required NAS resources:

• Evaluation of the potential threat from ice 
forming on one of the solid rocket boosters/
external tank (SRB/ET) aft attach struts on launch 
day. The ice was a resultant of liquid nitrogen 
leaking from the ground umbilical connector 
plate on the ET. Debris simulations were run on 
Columbia and reported to NASA Johnson within 
90 minutes. The threat never materialized, as the 
final ice inspection from NASA Kennedy reported 
that no ice was present on this strut.

• Analyses of ice/frost ramp foam debris that were 
shed 155 seconds into the mission. Within several 
hours from being tasked by NASA Johnson 
to analyze the threat of a potential hit on the 
starboard wing of the Orbiter, NAS researchers 
delivered an analysis of a complete set of debris 
simulations indicating that this debris would not 
cause damage. This conclusion was reinforced by 
a detailed examination of the on-orbit inspection 
results, which showed that this debris did not 
cause any damage to Orbiter tiles or reinforced 
carbon-carbon panels. 

• Analyses of a torn 20 x 3 inch panel of the 
Advanced Flexible Reusable Surface Insulation 
blanket located under the commander’s window 
on the Discovery Orbiter using both the debris-
transport analysis software and wind tunnel tests. 
Results indicated that fraying and incremental 
erosion was the primary failure mode, and large 
debris fragments were unlikely (which would have 
resulted in another extravehicular activity).

An example of the CFD-based debris-transport analysis conducted on 
the torn Advanced Flexible Reusable Surface Insulation blanket, showing 
probable impact locations for debris of a certain size at a certain flight 
condition (velocity). Results from CFD analyses were used to establish 
flow conditions (for example, Mach number and angle-of-attack) for wind 
tunnel tests conducted to gather more extensive information about the 
torn blanket. (Image generated by Reynaldo Gomez, NASA Johnson Space 
Center)

Post-flight photo of the torn 20 x 3 inch panel of the Advanced Flexible 
Reusable Surface Insulation blanket located under the commander’s 
window on the Discovery Shuttle. (Image courtesy of NASA Orbiter Ops and 
Project Mgmt Office)

The Columbia supercomputer is a 10,240-processor SGI Altix system with 
a 51.9 trillion-per-second processing capability. Columbia is currently the 
agency’s main supercomputing resource for NASA missions.
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Background 

In 2003, the Columbia Accident Investigation 
Board determined that foam debris striking the 
wing leading-edge upon ascent was directly 
responsible for the loss of the Space Shuttle 
Columbia and its seven crew members on 
February 1, 2003. 

As part of its Return to Flight (RTF) efforts, NASA 
has instituted a comprehensive study of the threat 
posed by debris to future launches, in order to 
minimize or eliminate this risk. The debris analysis 
team is a critical component of the RTF effort. This 
team uses simulation-based modeling and experi-
mental results to quantify the damage potential of 
known debris sources on the launch vehicle.

The team is comprised of members of several 
NASA centers who are utilizing Ames Research 
Center’s supercomputers, wind-tunnels, and 
ballistic range to study the aerodynamics of a 
wide range of debris shapes, sizes, and materials. 
These results are being used to develop engi-
neering tools to accurately simulate the debris 
environment during ascent, which is critical to 
determining that the vehicle is safe to fly. These 
debris analysis tools will also be used for in-flight 
analysis of debris sighted during the vehicle’s 
ascent trajectory.

NASA Ames Ascent Debris Transport Analysis

Figure 1: Photo of the 3 percent wind-tunnel model of the Space Shuttle in 
the NASA Ames Unitary Wind Tunnel.

Figure 2: Flowfield around the Space Shuttle Launch Vehicle traveling 
at Mach 2.5 during ascent, as simulated by NASA computational fluid 
dynamics software on Columbia, the world’s fastest operational supercom-
puter.   

The color represents the pressure coefficient on the surface of the vehicle, 
and the gray contours represent the air density.



 N
A

S
A

Fa
ct

s

National Aeronautics and Space Administration

NASA Ames Research Center 
Moffett Field, California, 94035

Contact Information  
Jonas Dino 
NASA Ames Research Center 
650/604-5612 or 650/604-9000 
Jonas.Dino@nasa.gov 

Figure 3: Plot of several trajectories depicting the path of debris shed from 
the External Tank. 

Figure 5: Time sequence of a computed six degree-of-freedom trajectory of an actual foam divot from the External Tank.

Figure 4: Debris cone used to predict all possible impact locations from a 
single debris piece. 
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Additional Images: 

36% Scale Orbiter Model

36% Scale Orbiter Model (A-100) in 
40-By 80-Foot Wind Tunnel, 30 June 1975

(Source: NASA Ames Research 
Center, AC75-1141-3.1)

36% Scale Orbiter Model in 40-By 80-Foor 
Wind Tunnel, 27 February 1976
(Source: NASA Ames Research 

Center, AC76-0430-4)
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36% Scale Orbiter Model, Space Shuttle Orbiter 
101 Model Installation 

in 40-By 80-Foot Wind Tunnel, 1 December 1975
(Source: NASA Ames Research Center, 

AC75-2582)

36% Scale Orbiter Model Installation in 
40-By 80-Foot Wind Tunnel, 1 December 1975

(Source: NASA Ames Research 
Center, AC75-2584)

36% Scale Orbiter Model Display at former 
Ames Visitor Center (N-233), 13 February 1990

(Source: NASA Ames Research 
Center, AC90-0086-16)

Space Shuttle Orbiter 101 mated to modified 
Boeing 747 (NASA-905) aircraft for in-flight 

transport tests, 18 February 1977
(Source: NASA Ames Research Center, 

108-KSC-77PC-92)
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Site Plan showing Spatial Relationship of  36% Scale Orbiter Model to N-221 and N-221B (NFAC)
(Source: Roger Ashbaugh, Cultural Resources Manager, Ames Environmental Services Division, 

“Evaluation of  Historic Resources Associated with the Space Shuttle Program at Ames Research Cen-
ter, Supplemental Information on Selected Properties,” 8 February 2007)
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Additional Images: 

N-221: 40-By 80-Foot Wind Tunnel

N-221, interior of  the 40-By 80-Foot Wind 
Tunnel Test Section

(Source: NASA Ames Research Center, 
AC94-0071-257)

N-221, Construction of  40-By 80-Foot Wind 
Tunnel, 12 March 1943

(Source: NASA Ames Research Center, AAL-3724)

N-221, 1/50th Scale NFAC Modification Model
(Source: NASA Ames Research Center, A76-0635)
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N-221, Diagram of  the 40-By 80 Foot Wind Tunnel and the 80-By 120 Foot Wind Tunnel
(Source: NASA Ames Research Center phamplet)



Space Shuttle Program Assessment - Appendices NASA Ames Research Center
Final  Moffett Field, California

February 23, 2007 Page & Turnbull, Inc.
 A-17

Architectural Drawings for N-221

40-Foot x 80-Foot Wind Tunnel Storage & Electric Equipment Rooms, Elevations
Architect: National Advisory Committee for Aeronautics
Date: 18 April 1941
Sheet: D-269 
NASA EDC # 221-4101-A3

40-Foot x 80-Foot Wind Tunnel Offi ces & Storage Rooms, Elevations
Architect: National Advisory Committee for Aeronautics
Date: 9 September 1942
Sheet: D-268
NASA EDC # 221-4201-A1

40-Foot x 80-Foot Wind Tunnel Miscellaneous Storage, West Elevation
Architect: National Advisory Committee for Aeronautics
Date: 1 January 1945
Sheet: AD-3014E
NASA EDC # 221-4404-A1

40 x 80 Foot Wind Tunnel, Floor Plans
Architect: Pietras
Date: 11 February 1986
Sheet: 1
NASA EDC # 221-8450-A1

40 x 80 Foot Wind Tunnel, First Floor Plan
Architect: Pietras
Date: 11 February 1986
Sheet: 2
NASA EDC # 221-8450-A2

40 x 80 Foot Wind Tunnel, First Floor Plan
Architect: Pietras
Date: 11 October 1986
Sheet: 1
NASA EDC # 221-8450-A3
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N-227, north facade, center bay
(Source: Page & Turnbull)

N-227, interior of  11-By 11-Foot Wind Tunnel
(Source: Page & Turnbull)

Additional Images: 

N-227A to D: Unitary Plan Wind Tunnels

N-227, H. Julian Allen in 8-By 7-Foot Test 
Section of  Unitary Plan Wind Tunnel

(Source: NASA Ames 
Research Center, A-23438)

N-227, Construction progress on 8-Foot 
Supersonic Wind Tunnel, 25 March 1954

(Source: NASA Ames Research 
Center, A-8ft-SSWT-162)
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N-227, Aerial survey of  Unitary Plan Wind Tunnel 
and High Speed Aerodynamics Facilities, 

6 February 1967
(Source: NASA Ames Research 

Center, A-8ft-SSWT-162)

N-227, MSC 040A Space Shuttle: 11-By 11-Foot 
Wind Tunnel Tests, 27 January 1972

(Source: NASA Ames Research Center, 
AC72-1344)

N-227, Space Shuttle (SSV) IA-105 Model, 9-By 7-
Foot Wind Tunnel Test 242-2-97, 27 January 1978

(Source: NASA Ames Research 
Center, AC78-0082-3)

N-227, Space Shuttle Plume Test 97-044-1 in 9-By 
7-Foot Wind Tunnel, 4 January 1975

(Source: NASA Ames Research Center, 
AC75-0207)
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N-227, Unitary Plan Wind Tunnels, 11 April 1974
(Source: NASA Ames Research Center, AC74-1400)

N-227, Unitary Plan Wind Tunnels, 1 August 1990
(Source: NASA Ames Research Center, AC90-0466-21)
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N-227, Model of  Unitary Plan Wind Tunnels, August 2006
(Source: Page & Turnbull)

N-227, Diagram of  Unitary Plan Wind Tunnels
(Source: NASA Ames Facilities Summary, 1974)
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Architectural Drawings for N-227A to D

8 Foot Supersonic Wind Tunnel Auxiliaries Building, Elevations
Architect: Bechtel Corporation
Date: N/A
Sheet: A 9718-X4
NASA EDC # 227-5101-A4

Central & Test Chamber Buildings, 8 Ft. Supersonic Wind Tunnel, First and Second Floor Plans
Architect: John A. Blume
Date: 31 October 1952
Sheet: A9720-A1
NASA EDC # 227-5104-A1

Central & Test Chamber Buildings, 8 Ft. Supersonic Wind Tunnel, Third Floor and Roof
Architect: John A. Blume
Date: 31 October 1952
Sheet: A9720-A2
NASA EDC # 227-5104-A2

Central & Test Chamber Buildings, 8 Ft. Supersonic Wind Tunnel, First Floor Plan, East Wing and 
Test Chamber I
Architect: John A. Blume
Date: 31 October 1952
Sheet: A9720-A4
NASA EDC # 227-5104-A4

Central & Test Chamber Buildings, 8 Ft. Supersonic Wind Tunnel, First and Second Floor Plans
Architect: John A. Blume
Date: 31 October 1952
Sheet: A9720-A10
NASA EDC # 227-5104-A10

Central & Test Chamber Buildings, 8 Ft. Supersonic Wind Tunnel, Key Plans
Architect: John A. Blume
Date: 31 October 1952
Sheet: A9720-A11
NASA EDC # 227-5104-A11

Central & Test Chamber Buildings, 8 Ft. Supersonic Wind Tunnel, Elevations (Front and Rear), East 
Wing and Test Chamber I
Architect: John A. Blume
Date: 31 October 1952
Sheet: A9720-A12
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NASA EDC # 227-5104-A12

Central & Test Chamber Buildings, 8 Ft. Supersonic Wind Tunnel, Elevations (Side), East Wing and 
Test Chamber I,  West Wing and Test Chamber II
Architect: John A. Blume
Date: 31 October 1952
Sheet: A9720-A13
NASA EDC # 227-5104-A13

Central & Test Chamber Buildings, 8 Ft. Supersonic Wind Tunnel, Elevations (Front and Rear), West 
Wing and Test Chamber II
Architect: John A. Blume
Date: 31 October 1952
Sheet: A9720-A14
NASA EDC # 227-5104-A14

Central & Test Chamber Buildings, 8 Ft. Supersonic Wind Tunnel, Elevations, Center Unit, Typical 
Wing Section 
Architect: John A. Blume
Date: 31 October 1952
Sheet: A9720-A15
NASA EDC # 227-5104-A15

Unitary Plan Wind Tunnel Building, First and Second Floor Plans
Architect: National Aeronautics and Space Administration, Ames Research Center Moffett Field, CA
Date: August 1991
Sheet: 227-8450-A1
NASA EDC # 227-8450-A1


























